
Adventures through LLMs
Tracing Origins & 
Charting a Safe Future

Los Angeles



Who am I?
ChengCheng Tan

- BA Linguistics & CS, UCLA

- MS CS HCI, Stanford

- LLM + AI Safety
FAR AI Communications
AISafety.info + chatbot

- Google WTM Ambassador

* DISCLAIMER ideas presented here are my own 



LLM Overview: 
- NLP, GPT, Transformers
- Pre-training vs Fine-tuning, RLHF

Google LLMs: 
- AI Studio
- Build with Gemini API

LLMs in AI Safety: 
- Technical Safety Research
- Resources



LLM Overview
Tracing Origins

Los Angeles



Concepts

AI: Artificial Intelligence

ML: Machine Learning

LLM: Large Language Model

NLP: Natural Language Processing

GPT: Generative Pretrained Transformer

Transformers: Neural network leading to LLMs

RLHF: Reinforcement Learning from Human Feedback



Natural Language 
Processing [NLP]: 
Computers Understand
Human Languages



Pre-1990s: 
Rule-Based 
Expert Systems



1990s-2000s: 
Statistics & 
Probabilities



You shall know a 
word by the 
company it keeps

J.R. Firth, Linguist



2010s: 
Rise of Deep Learning
and Neural Networks 



Woman
Man

Queen
King

gender

royal
royal

V(king) - V(queen) + V(woman) = V(man)

gender

2013: Word2Vec Embeddings



Analogies Word Pair 1 Word Pair 2

Man-Woman king queen man woman

Capital city Athens Greece Oslo Norway

City-in-state Chicago Illinois Sacramento California

Opposite possibly impossibly ethical unethical

Comparative great greater tough tougher

Nationality adjective Switzerland Swiss Canada Canadian

Past tense walking walked swimming swam

Plural nouns mouse mice dollar dollars

2013: Word2Vec Embeddings



2010s: 
Neural Networks
RNN, GRU, LSTM



Early Neural Networks
- Slow & Forgetful



2017: Transformers
- Self-Attention

- Data Hungry

- Parallel Processing



Transformer 
Architecture
Encoder + Decoder



Rise of LLMs 
>1 Billion Neurons



Trained for 
Next Word Prediction



Emergent Abilities



Emergent Abilities



Emergent Abilities



Pre-trained Base
Generalist

vs 
Fine-tuned Models

Specialists



RLHF:
Reinforcement Learning 
from Human Feedback

Fine-tuned 
- Follow Instructions
- Conversations



Google LLMs
Building with Gemini

Los Angeles



Generalized Multimodal 
Intelligence Network



Prototyping with
Google 
AI Studio

goo.gle/ai-dev  



Get API Key
Treat like password



Create new
- Freeform prompt
- Structured prompt
- Chat prompt



Freeform Prompt
Blog post creator

Write a prompt as text and 
image for the model to 
auto continue.



Structured Prompt
Marketing description

Table-based interface for
more complex model 
priming and prompting



Chat Prompt
Talk to snowman

Simulate a back & forth
conversation with a model



Get Code
- Choose Language
- Open in Colab
- Copy to Editor



Settings
Tokens

- Words or subwords
- Different LLM tokenizers
- Training data, context window

Temperature
- Selected by probability
- Between 0 to 1.0
- Diversity or “creativity”



Settings
Model Sizes  

 

 



Settings
Safety Ratings
Harm Categories
- Harassment
- Hate Speech
- Sexually Explicit
- Dangerous Content



Safety Ratings
Harm Categories
- Harassment
- Hate Speech
- Sexually Explicit
- Dangerous Content

Harm Probabilities
- NEGLIGIBLE
- LOW
- MEDIUM
- HIGH

Settings



The hottest new 
programming language 
is English.

Andrej Karpathy
OpenAI



Prompt Engineering
- Clear & Specific Instructions
- Give Examples
- Step by Step



REST APIs
Client libraries for 
- Python
- JavaScript
- Android (Kotlin)
- Swift
- cURL



Setup
Install & import libraries

$ pip install google-generativeai

import google.generativeai as genai

genai.configure(api_key="<YOUR API KEY>")



Generate Text
Text only prompt

model = genai.GenerativeModel('gemini-pro')

response = model.generate_content("Write a story about a 

boy and a backpack.")

print(response.text)



Generate Text
Text and image prompt

model = genai.GenerativeModel('gemini-pro-vision')

img = PIL.Image.open('image.jpg')

response = model.generate_content("Write a blog based on 

this photo.", img)

print(response.text)



Chat Conversations
For interactive applications

model = genai.GenerativeModel('gemini-pro')

chat = model.start_chat(history=[])

response = chat.send_message("Hello, how are you?")

print(response.text)



Free for now.
Try it out!

goo.gle/ai-dev 



LLMs in AI Safety
Charting a Safer Future

Los Angeles



Mitigating the risk of extinction from 
AI should be a global priority 
alongside other societal-scale risks 
such as pandemics and nuclear war.

Center for AI Safety



Some concrete examples of
technical safety research…



Value Alignment
- RLHF

OpenAI’s Alignment

- Sycophancy
Agreeable but untrue



Evaluations
- Inverse Scaling

Bigger isn’t always better

- Jailbreaking
Guardrails vs Attack suffix



Interpretability
- Meaningful Features

Topics, i.e. legal text, space, time

- “Lie Detector”
Hallucination & Deception



We need scientific & technical 
breakthroughs to steer and control 
AI systems much smarter than us.

OpenAI Superalignment



Resources
bit.ly/cheng2-slides-2023-12-15-llm
1. AI Explained videos on AI development + safety

youtube.com/@aiexplained-official

2. 80,000 Hours career advice + job board
80000hours.org/problem-profiles/artificial-intelligence

3. AISafety.info FAQs
AISafety.info

4. AI Safety Fundamentals online curricula
AISafetyFundamentals.com

5. Alignment Forum share research + discussions
AlignmentForum.org

http://bit.ly/cheng2-slides-2023-12-15-llm


Embrace
Safely



ChengCheng Tan
ccstan99@gmail.com 

cheng2-tan          
@cheng2_tan

Los Angeles


