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OpenAI introduces Codex, a GPT language model fine-tuned on publicly available code from GitHub, and 

study its Python code-writing capabilities. A distinct production version of Codex powers GitHub Copilot. On 

HumanEval, a new evaluation set we release to measure functional correctness for synthesizing programs 

from docstrings, our model solves 28.8% of the problems, while GPT-3 solves 0% and GPT-J solves 11.4%. 



Intro & Related Work
Translate between NL (natural language) and PL (programming language) code

Tasks

● Explain code, generate documentation or function names (PL → NL)
● Code generation or search (NL → PL)

Examples

● CodeNN, CodeSum, code2seq - C#, SQL, Java
● CodeBERT - code search in 6 PL
● PyMT5 - Python



Evaluation Framework
HumanEval

● Handwritten evaluation set
● 164 programming problems with signature, docstring, body, unit tests
● Assess language comprehension, algorithms, simple math



HumanEval



HumanEval



Evaluation Framework
Functional Correctness

● pass@k metric
● Generate at least 

1 correct code passes unit test

BLEU score unreliable indicator of
Functional Correctness



Code Fine-Tuning
Pre-trained GPT-3 12B params

Data Collection

● 54 million public GitHub repos
● 159 GB Python files filtered

Faster Convergence

Different Tokenizer



Samples & Temperature Parameters
k=1  T=0.2

k=100 T=0.8



Ranking Heuristics
Find best from k samples
without oracle?



Comparative Analysis on HumanEval
Open Source trained on The Pile

● GPT-Neo 2.7B 
Codex-85M

● GPT-J 6B 
Codex-300M

TabNine



Evaluation on APPS Dataset
5000 train + 5000 test code challenge with 3 difficulty levels



Supervised Fine-Tuning
Codex-S

● Competitive Programming 
+10K problems

● Continuous Integration 
+40K tracing tests

● Filtered Out 
Non-deterministic,
Ambiguous, Difficult



Docstring generation
Codex-D

● Describe intent
● Concat signature, solution, docstring

Grade by hand, time-consuming

● 1,640 problems
● 10 samples each problem



Limitations, Impacts, Hazards
Over-reliance

Misalignment

Bias & Representation

Economic & Labor Markets

Security

Environmental

Legal

Risk Mitigation



Sandbox & Playground Demo
The Codex model series is a descendant of our GPT-3 series that's been 

trained on both natural language and billions of lines of code. 

It's most capable in Python and proficient in over a dozen languages including 

JavaScript, Go, Perl, PHP, Ruby, Swift, TypeScript, SQL, and even Shell. 



Sandbox & Playground Demo
You can use Codex for a variety of tasks including:

● Turn comments into code

● Complete your next line or function in context

● Bring knowledge to you, 

Finding a useful library or API call for an application

● Add comments

● Rewrite code for efficiency



Conclusion & Discussion
Experience with code generation?

Ideas of usage and applications?

Thoughts or concerns?


